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Abstract In order to explore a possibility of superfluidity in confined strongly-correlated fermion systems, 
e.g., nano-scale cuprate High-Tc superconductors and atomic Fermi gases loaded on optical lattice, we imple-
ment an exact diagonalization code for their mathematical model, i.e., a trapped Hubbard model on the Earth 
Simulator. We compare two diagonalization algorithms, the traditional Lanczos method and a new algorithm, 
the preconditioned conjugate gradient (PCG) method, and find that when using the PCG the total CPU time 
can be reduced to 1/3 ~ 1/5 compared to the former one since the convergence can be dramatically improved 
by choosing a good preconditioner and the communication overhead is much more efficiently concealed in 
the PCG method. Consequently, such a performance improvement enables us to do systematic studies for sev-
eral parameters. Numerical simulation results reveal that an unconventional type of pairing specific to the 
confined system, which may cause superfluidity, develops under a strong repulsive interaction. 

Keywords: superfluidity, exact-diagonalization, Hubbard model, atom Fermi gas, preconditioned conjugate 
gradient method 

1. Introduction 
The successful achievements [1, 2, 3] of the Bose-

Einstein condensation in the trapped atomic Bose gas 
were honored by the Nobel Prize in 2001. After that, 
atomic physicists have challenged another more difficult 
condensation in the atomic Fermi gas [4, 5]. The conden-
sation and the resultant superfluidity in fermion system is 
one of the most universal issues in fundamental physics, 
since particles which form matters, i.e., electron, proton, 
neutron, quark, and so on, are fermions and an exploration 
for their many-body ground states is a central target in 
modern physics. Motivated by interests based on such a 
wide background, we numerically explore a possibility of 
superfluidity in the trapped atomic Fermi gases [6]. Our 

undertaking model is the fermion-Hubbard model [7] with 
a trapping potential. The Hubbard model describes a 
many-body fermion system on a discrete lattice, and the 
model captures an essence of strongly-correlated electron-
ic structures in solid state systems. Furthermore, whether 
the model can describe the high temperature superconduc-
tivity or not is a main issue in condensed matter physics. 
In atomic gases, the model system can be realized by a 
standing wave created due to two laser interference [8] in 
the atomic Fermi gas. 

The Hubbard model is one of the most intensively-
studied models by computers because it owns very rich 
physics, although the model expression is quite simple 
[7]. The Hamiltonian of the Hubbard model with a trap 
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potential [6, 9] is given as 

(1) 

where t, U, and V are the hopping parameter from i-th to 
j-th sites (normally j is the nearest neighbor site of i), the 
repulsive energy for on-site double occupation of two 
fermions, and the parameter characterizing the strength of 
the trapping potential, respectively, as schematically 

†shown in Fig. 1, and ai,σ, ai ,σ and ni,σ are the annihilation, 
the creation, and the number operator of a fermion with 
pseudo-spin σ (= ↑ (up) or ↓ (down)) on the i-th site, 
respectively. 

The computational finite-size approaches on the 
Hubbard model are roughly classified into three types. 
The first one is the exact diagonalization using the 
Lanczos method [10], the second one is the quantum 
Monte Carlo [7], and the third one is the density matrix 
renormalization group (DMRG) method. The first one 
directly calculates the ground and the low lying excited 
states of the model, and moreover, obtains various physi-
cal quantities with considerably high accuracy. However, 
the numbers of fermions and sites are severely limited 
because the matrix size of the Hubbard Hamiltonian 
approximately grows exponentially with increasing these 
numbers (see Appendix A for how to make a matrix and 
Table 3 for an example about how the matrix size 
depends on the numbers). On the other hand, the second 
and third ones have a great advantage in these numbers, 
but include specific problems to be solved. The Monte 
Calro method confronts a fatal problem as the negative 
sign in the probability calculation [7], and therefore, its 
reliability has been always argued. The third one, the 
DMRG scheme has been regarded as an alternative way 

Trapping Potential 

U 

t 

Fig. 1 A schematic figure of the one-dimensional fermion-
Hubbard model with a trapping potential, where t and U 
are the hopping parameter and the repulsive energy in 
the double occupation on a site, respectively. The up-
arrow and the down-arrow stand for fermion with up and 
down (pseudo) spin, respectively. 

to approach the ground state in a very high accuracy like 
the exact diagonalization, but the application is limited to 
1-D or ladder system. From these contexts, if infinite 
computational resources are permitted, the exact diago-
nalization is clearly the best approach. Thus, we chal-
lenge a theme for supercomputing, that is, to implement 
the exact diagonalization code on the present top-class 
supercomputer, i.e., the Earth Simulator [11], and to 
examine how large matrices can be solved and how 
excellent performance can be obtained. Also, we note that 
the matrix diagonalization issue is one of the most central 
ones in the so-called high performance computing (HPC) 
because the matrix operation is the most basic one. 

The Earth Simulator developed by NASDA (presently 
JAXA), JAERI (presently JAEA), and JAMSTEC, is situ-
ated on the flagship class of highly parallel vector super-
computer of the distributed-memory type. The theoretical 
peak performance is 40.96 TFlops, and the total memory 
size is 10.24 TB. The architecture is quite suitable espe-
cially for scientific and technological large-scale compu-
tations [11], due to well-balance of the processing speed 
of the floating point operation and the memory bandwidth 
as well as the network throughput. Therefore, several 
applications achieved excellent performance, and some of 
them won the Gordon Bell Prize at the Supercomputing 
conferences [12, 13, 14, 15, 16]. Furthermore, we would 
like to note that our papers about HPC issues on the Earth 
Simulator was chosen as finalists of the Gordon Bell 
Prize even at Supercomputing in 2006 year (see the web-
site[17] and reference[18]), although its peak perform-
ance is listed below the top 10 in 2006. This is an direct 
evidence how the Earth Simulator is an excellent machine 
for scientific large-scale simulations. 

In this paper, we develop a new type of high perform-
ance application which solves the eigenvalue problem of 
the Hubbard Hamiltonian matrix (1) on the Earth 
Simulator and present our progress in numerical algo-
rithm and parallelization technique to obtain the best per-
formance and solve the world-record class of large matri-
ces. In the algorithmic issue, we suggest a new profitable 
algorithm, i.e., the preconditioned conjugate gradient 
(PCG) method1 as an alternative one for the huge-scale 
matrix diagonalization. Comparing between the PCG 
method and the conventional Lanczos method, we find 
that the PCG method is much more excellent than the 
Lanczos method except for the memory usage. On the 
other hand, in the parallelization technique issue, we 
examine an effect of the hybrid parallelization which 
combines the inter-node parallelization using MPI for dis-

1 Calculating the smallest eigenvalue of the matrix H is equivalent to the minimization of the Rayleigh quotient, and the minimization is executed by 
using the PCG method. 
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tributed memory with the intra-node parallelization using 
the automatic parallelization for shared memory in addi-
tion to the vectorization. Consequently, we find a practi-
cal technique to save the memory by using the hybrid 
parallelization. Such a technique is crucial when efficient 
memory use is severely required. 

The contents of this paper are as follows. In Section 2, 
we introduce two eigenvalue solvers to diagonalize the 
Hamiltonian matrix of the Hubbard model and compare 
their convergence properties. Section 3 presents the 
parallelization technique of two solvers on the Earth 
Simulator, and especially focus on a specific technique 
to save the memory. Section 4 shows actual performance 
in large-scale matrix diagonalizations on the Earth 
Simulator. Finally, we present typical simulation results 
which show a possibility of an unconventional superfluid-
ity in the Hubbard model with the trap potential in 
Section 5. 

2. Numerical Algorithms 
The core routine of the target program calculates the 

smallest eigenvalue and the corresponding eigenvector 
for Hυ = λυ, where Hamiltonian matrix H is sparse, real, 
and symmetric (see the Appendix A for the matrix char-
acter). Thus, several iterative numerical algorithms, i.e., 
the power method, the Lanczos method, the conjugate 
gradient (CG) method, and so on, are applicable. In the 
following, we concentrate on two numerical algorithms, 
the Lanczos method and the PCG method, from view-

Fig. 2 Algorithms of two eigenvalue solvers. 

points of the memory usage and the performance on the 
Earth Simulator. 

2.1 Lanczos Method 
The Hubbard Hamiltonian Eq.(1) is represented by a 

large sparse and symmetric matrix. Thus, the Lanczos 
method has been traditionally employed to save the mem-
ory space and calculate the matrix whose size is as large 
as possible. The algorithm of the Lanczos method is sum-
marized in the Fig. 2(a). 

The main recurrence part of this algorithm repeats to 
update the Lanczos vector υi+1 from υi–1 and υi as seen in 
Fig. 2(a). Therefore, the memory requirement of the recur-
sion is 2N words. In addition, an N-word buffer is required 
for storing an eigenvector. Consequently, the total memory 
requirement of the Lanczos method is 3N words. 

As the algorithm is shown in Fig. 2(a), the main loop 
iterates until m or the coefficient βi < ε. Thus, the upper 
limit of the iterations is formally m. Some reports point 
out that m should be set ordinarily. However, 
according to several preliminary tests, is too large 
to approximate the maximum eigenvalue in our case. In 
the following, we choose much smaller empirical number 
than , which is N-independent number, e.g., 200 or 
300, as an iteration count. 

2.2 Conjugate Gradient Method 
Since the CPU time generally grows as the matrix size 

increases, the performance improvement is a crucial fac-
tor for systematic studies repeating huge matrix diagonal-
ization. Thus, we have suggested an alternative algorithm 
based on the conjugate gradient (CG) theory. Among var-
ious CG methods, we employed an algorithm proposed 
by Knyazev[22, 23], which searches for the minimum 
eigenvector with use of the direction vector calculated by 
Ritz vector as shown in Fig. 2(b). 

The algorithm requires a memory space to store six 
vectors, i.e., the residual vector ωi, the search direction 
vector pi, and the eigenvector xi, and moreover, Wi, Pi, 
and Xi which are matrixvector products Hωi, Hpi, and 
Hxi, respectively. Thus, the memory usage is totally 6N 
words, which is two times larger than that of the Lanczos 
method. In the algorithm depicted in Fig. 2(b), an opera-
tor T indicates the preconditioner, whose choice is crucial 
for fast convergence. In the present Hubbard-hamiltonian 
matrix, we find that the zero-shift point Jacobi precondi-
tioner is the best one from the convergence test. Details 
of the preconditioning are given in Appendix B [24]. 

2.3 Performance Test of Two Algorithms 
Two algorithms, the Lanczos method and the PCG 

method, are compared in terms of the memory usage, the 
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number of iterations, the elapsed time, and the perform-
ance. In addition to the basic memory requirement 
described in Section 2.1 and 2.2, both algorithms demand 
an N-word buffer for diagonal elements of the 
Hamiltonian matrix and additionally two N-word buffers 
(see Section 3.2 and 3.3) to execute parallel calculations. 

Table 1 summarizes the total memory usage, the num-
ber of iterations, the elapsed time, and the performance 
(Flops rate) for an eigenvalue calculation of a 
1,502,337,600-dimensional Hamiltonian matrix (12 
fermions on 20 sites) by using 10 nodes of the Earth 
Simulator (80 processor elements). The result illustrates 
that the PCG method is an overwhelmingly powerful 
algorithm except for the memory requirement. In contrast 
to the Lanczos method with fixed iteration counts, the 
preparation of well-approximated initial eigenvalues or 
vectors can dramatically reduce the iteration counts in the 
PCG method. Thus, we adopt the PCG method in most 
simulations, while we use the Lanczos method only in 
cases of the ultra large-scale problem in which the PCG 
method is not applicable. In the following Section 3, we 
show parallelization techniques common for the two 
methods, and in Section 4 we compare the two methods 
from viewpoints of the memory usage and the perform-
ance on real large-scale eigenvalue problems whose 
dimensions are over a hundred billion. 

3. Parallelization on the Earth Simulator 
A node of the Earth Simulator is composed of eight 

vector PE’s and its memory is shared among them. In 
order to achieve high performance in such an architec-
ture, the intra-node parallelism is crucial as well as the 
inter-node parallelization. In the intra-node parallel pro-
gramming, we adopt the automatic parallelization of the 
compiler system using a special language extension, so-
called CDIR compiler directive. In the inter-node paral-
lelization, we utilize the MPI library tuned for the Earth 
Simulator. 

In this section, we focus on a core operation Hυυ com-
mon for both the Lanczos and the PCG algorithms and 
present the parallelization including data partitioning, the 
communication, and the overlap. Furthermore, we give 
two technical remarks, i.e., a technique to save the memo-
ry by combining inter and intra-node parallelizations and 
an effective technique for the usage of vector pipelines. 

3.1 Core Operation: Matrix-Vector Multiplication 
In both the Lanczos and PCG methods (see Fig. 2(a) 

and (b)), a core calculation is Hυυ, where H is the 
Hamiltonian matrix and υυ is an eigenvector. The both 
methods are composed of several times repetition of the 
core calculation. Therefore, we focus on the numerical 

Table 1 A performance test of two algorithms on 10 nodes of 
the Earth Simulator for a problem of 12 fermions on 
20 sites. 

Lanczos PCG 
Memory Requirement 6N 9N 

[Byte] 67.2G 100.7G 
Iteration Controllability Fixed Variable 

# Iterations 200 91 
Residual Error 8.3523E-9 1.255E-9 

Elapsed Time [sec] 95.0 28.2 
Flops 269.5G 391.4G 

(Peak Ratio) (42.1%) (61.1%) 

algorithm and the parallelization scheme on Hυυ. By using 
a matrix representation, the Hubbard Hamiltonian H (1) is 
mathematically given as 

(2) 

where I, A, and D are the identity matrix, the sparse 
matrix due to the hopping between neighboring sites, and 
the diagonal matrix originated from the presence of the 
on-site repulsion, respectively. We note that in large-scale 
problems the non-zero elements of large-matrices I ⊗ A 
and A ⊗ I can not be expanded on the whole memory, 
while A and D can be stored on the memory of each node. 

In the core operation Hυυ, the matrix-vector multiplica-
tions are transformed into the matrix-matrix multiplica-
tions as 

(3) 

where the matrix V is constituted from the vector υυ by the 
following procedure. First, decompose the vector υυ into n 
blocks, and rearrange in the two-dimensional manner as 
follows, 

Here, a pair of subscripts of each element υυ formally 
indicates a position of row and column of the matrix V. 
The k-th element of the matrix D, dk, is also mapped onto 
the matrix D in the same manner described above, and the 
operator means an elementwise multiplication. 

3.2 Data Distribution, Parallel Calculation, and 
Communication 

The matrix A, which represents the site hopping of up 
(or down) spin fermions, is a sparse matrix, and its sparsi-
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ty is high. In contrast, the matrices V and D must be treat-
ed as dense matrices, and their dimension is large enough 
to overfull the memory capacity of a single node. 
Therefore, all nonzero elements of the matrix A are stored 
on all the nodes in the compressed row storage format, 
while the matrices V and D are columnwisely partitioned. 
On the other hand, the rowwisely partitioned V must be 
also stored on each node for parallel computing of V AT . 

The core operation Hυυ including the data communica-
tion are composed of six stages as follows: 

where the superscripts c and r denote columnwise and 
rowwise partitioning, respectively. The above operation 
procedure twice includes the matrix transpose which 
normally requires all-to-all data communication. In the 
MPI standards, the all-to-all data communication is real-
ized by a collective communication . 
However, due to irregular and incontiguous structure of 
the transferring data, the data-transpose communication 
should be executed by a point-to-point or a one-side com-
munication function. On the Earth Simulator, since the 
one-side communication function more excel-
lently runs than the point-to-point communication, 

is recommended by the developers [21]. Thus, 
we used . 

In the procedure of the matrix-matrix multiplication, 
the calculation stages CAL1 and CAL2 and the commu-
nication one COM1 is clearly found to be independently 
executed. Moreover, although the relation between CAL3 
and COM2 is not so simple, the overlap can be realized 
in a pipelining fashion as shown in Fig. 3. Thus, the two 
communication processes (COM1 and COM2) can be 
principally hidden behind the calculations. 

3.3 A Technique to Save Memory 
The function installed on the Earth 

Simulator can work as the blocking communication as 
well as the non-blocking one2. When using in 
the non-blocking mode, the call of to 
synchronize all processes is required in each pipeline 
stage. Otherwise, two N-word communication buffers 
(send- and receive-buffers) should be retained until the 

Node 0 

Node 1 

Node 2 

Node 0 Node 1 Node 2 

Node 0 Node 1 Node 2 

TVA

Synchronization 

Calculation 

Calculation 

Calculation 

TVA

TVA

Communication 

Communication 

Fig. 3 A data-transfer diagram to overlap V AT (CAL3) and 
communication (COM2) in a case using three nodes. 

completion of all the stages. On the other hand, the com-
pletion of each stage is assured by return of the 

in the blocking mode, and send-buffer can be 
repeatedly re-used. Consequently, one N-word communi-

r
cation buffer (the send-buffer W 2 ) becomes free in the 
blocking mode. Thus, we can adopt the blocking 

to extend the maximum limit of the accessible 
matrix size. At a glance, this choice seems to sacrify 
the overlap functionality of the MPI library. However, 
one can manage to overlap computation with communica-
tion even in the use of the blocking on the 
Earth Simulator. The way is as follows. The blocking 

can be assigned to a single PE per node by the 
intra-node parallelization technique. Then, the assigned 
processor dedicates only the communication (see Fig. 4). 
As a result, the calculation load is divided into seven 
PE’s. The intra-node parallelism is described by the auto-
matic parallelization using CDIR compiler directives, and 
the eight tasks run in parallel. This parallelization 
method, which we call task assignment (TA) method, 
imitates a non-blocking communication operation, and 
enables to overlap between the blocking communication 

2 The blocking communication can be realized by a compile option ’-noasync’. 
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Table 2 A comparison of total elapsed time between the block-
ing with the TA method and the non-block-
ing . The calculation problem is the same as 
Model 1 in Table 3. 

Communication Computation 

P 
E 
0 

P 
E 
1 

P 
E 
7 

Fig. 4 A schematic figure for the task division. The communi-
cation task is assigned to a processor element (ex. PE 0) 
on each node. 

and the calculation on the Earth Simulator (see Appendix 
C for more details). Here, we note that although the TA 
method just loses the floating-operation potential of a sin-
gle processor, the total elapsed time does not almost 
change compared to the case using the non-blocking 
communication if the communication time is larger than 
8/7 times of the floating operation time. Fortunately, our 

Method 
Elapsed Time (sec) 

Blocking+TA Non-blocking 
Lanczos 106.905 108.121 

CG 39.325 39.250 

program just satisfies such a condition, i.e., the communi-
cation significantly occupies the total elapsed time. A 
performance comparison between the blocking 

with the TA method and the non-blocking 
is shown in Table 2. This result clearly shows 

that the elapsed times of both methods are almost compa-
rable as we expect. 

3.4 Effective Usage of Vector Pipelines 
The theoretical Flops rate in the single processor of the 

Earth Simulator is calculated by 

(4) 

where ADD, MUL, VLD, VST denote the number of 
additions, multiplications, and vector load and store oper-
ations, respectively. According to the formula (4), the 
performance of the matrix multiplications AV and V AT 

shown in Fig. 5 is normally 2.67 GFlops. However, DO-
loop unrolling decreases the number of VLD and VST 

Fig. 5 (a), (b) Programs and (c) Flops estimation for the multiplications AV and V AT. Here, n is the dimension 
size of the matrix A. See text for VLD, VST, MUL, and ADD. 
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instructions and improves the performance. In fact, when 
the loop unrolling factor is 12 in the multiplication, the 
performance is estimated to be 6.86 GFlops (see Fig. 5 
(c)). Moreover, the loop fusion and re-construction of the 
algorithms improve the performance further. 

4. Performance on the Earth Simulator 
Let us present the performance of the Lanczos method 

and the PCG method with the TA method for huge 
Hamiltonian matrices (see Table 3 for the problem size 
and the matrix dimension). Table 4 shows the perform-
ance of these methods on 128 nodes, 256 nodes, and 512 
nodes of the Earth Simulator. The performance measure-
ments are made as follows. The total elapsed time and 
Flops rates are measured by using the performance analy-
sis routines [20] installed on the Earth Simulator. On the 
other hand, the elapsed time of the solvers are measured 
by using function, and the Flops rates of 
the solvers are evaluated by the elapsed time and flop 
count estimated according to the following formulae: 

• 5 * ndim + 16 * itr * ndim + 2 * itr * (2 * nnz – ndim) 
for the Lanczos method, 

• 35 * ndim + 46 * itr * ndim + (itr +2) * (2 * nnz – ndim) 
for the PCG method, 

where ndim, itr and nnz are the dimension of the 
Hamiltonian matrix H, the number of iterations, and the 
number of the non-zero elements of H, respectively. 

As shown in Table 4, the PCG method shows better 
convergence property and solves the eigenvalue problems 
about 3 times faster than the Lanczos method. Moreover, 
the PCG method overlaps communication tasks with cal-
culation ones more than the Lanczos method since the 
communication can be efficiently hidden in a routine cal-
culating inner products intrinsic to the PCG method. The 
best performance of the PCG method is 16.447 TFlops on 
512 nodes which is 50.2% of the theoretical peak. On the 
other hand, Table 3 and 4 show that the Lanczos method 
can solve up to the 159-billion-dimensional Hamiltonian 
matrix on 512 nodes. To our knowledge, this size is the 
largest in a history of the exact diagonalization method of 
Hamiltonian matrices. 

5. Numerical Results 
In this section, we numerically study the repulsive 

Table 3 The dimension of Hamiltonian matrix H, the number of nodes, and memory require-
ments from Model 1 to 4. In the PCG method, Model 4 requires 10.7 TB, which is 
beyond the memory size of 512 nodes of the Earth Simulator. 

Model 
No. of 
Sites 

No. of Fermions Dimension 
of H 

No. of 
Nodes 

Memory (TB) 
↑-spin ↓-spin Lanczos PCG 

1  24  6 6 18,116,083,216 128 0.8 1.3 
2  21  8 8 41,408,180,100 256 1.9 2.9 
3  22  8 8 102,252,852,900 512 4.6 6.9 
4  22  9 8 159,059,993,400 512 7.1 (10.7) 

Table 4 Performances of the Lanczos method and the PCG method with the TA method on the 
Earth Simulator. 

a) The number of iterations, residual error, and elapsed time. 

Model 
Lanczos Method PCG Method 

Itr. 
Residual Elapsed Time(sec) 

itr. 
Residual Elapsed Time(sec) 

Error Total Solver Error Total Solver 
1 200 1.1 × 10–7 106.905 101.666 105 1.4 × 10 –9 39.325 34.285 
2 200 7.7 × 10 –7 154.159 148.453 107 2.3 × 10 –9 55.888 48.669 
3 300 3.6 × 10–11 288.270 279.775 109 2.4 × 10 –9 66.819 59.510 
4 300 4.2 × 10–8 362.635 352.944 —— 

itr. ··· the number of iterations 

b) Flops rate. 

Model 
TFlops (Peak Ratio) 

Lanczos Method PCG Method 
Total Solver Total Solver 

1 3.062(37.4%) 3.208(39.2%) 4.045(49.4%) 4.607(56.2%) 
2 5.245(32.0%) 5.426(33.1%) 6.928(42.3%) 7.893(48.2%) 
3 10.613(32.3%) 10.906(33.3%) 14.763(45.1%) 16.447(50.2%) 
4 13.363(40.8%) 13.694(41.8%) – – 
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Hubbard model with the trapping potential [6, 9] to 
examine a possibility of superfluidity in an atomic Fermi 
gas loaded on an optical lattice [8] and a nano-scale 
strongly-correlated electronic system. We diagonalize the 
Hubbard Hamiltonian H including the trapping potential 
(1) and calculate a binding energy, which is a probe for 
superfluidity, with varying the repulsive U(> 0) and V. 
The probe is known to be not enough to confirm superflu-
idity of the system, but, the negative binding energy is an 
essential condition. We also measure the Cooper pair 
function in order to find a condition under which Cooper 
pair (superfluid) function develops. The result is directly 
correlated to the negative binding energy [6]. 

The optical lattice [8] is a standing wave formed by the 
interference effect of two laser beams. It gives a periodi-
cal lattice potential for atoms and enables to experimen-
tally study the Hubbard model [7] showing strongly cor-
related behaviors. Since the discovery of high-Tc 

cuprates, the Hubbard model has attracted much attention 
as a simple model to investigate the mechanism of super-
conductivity originating from the Coulomb repulsion. 
However, it is still elusive whether or not the repulsive 
interaction truly leads to a pairing interaction which can 
bring about high-Tc superconductivity reaching Tc ~ 
150K. On the other hand, in the atomic Fermi gas [4, 5] 
loaded on the optical lattice, various physical parameters, 
such as the strength of the hopping, the interaction, and 

2 

1.5 

V/t = 29.7 
U/t = 4.0 

(a) 

1 5 10 15 20 24 

n(i) 1 n(i) 1 

0.5 0.5 

0 0 

site site 

the particle density, are systematically tunable. Thus, the 
quest for the Cooper pairing via a repulsive interaction in 
the presence of the optical lattice will be a next big exper-
imental challenge in the field of the atomic gas 
physics[25] , and the result will have a great impact on 
the solid state physics. 

Since the atomic Fermi gas is trapped inside harmonic-
well type of potential as schematically seen in Fig. 1, one 
should actually include the effect of the trap potential. In 
the presence of the trap, atoms tends to form a cluster in 
the center of the trap, which naturally leads to a dome-like 
density profile around the trap center [9] in relatively 
small U/t regime as seen in Fig. 6(a). On the other hand, 
since the presence of the on-site repulsion excludes the 
double occupancy of atoms, a flat density profile with 
one atom per one site consequently becomes favorable in 
a large on-site-repulsion regime as seen in Fig. 6(b). The 
flat region is called Mott core below. Thus, since the trap 
potential and the repulsive interaction have opposite 
effects as explained above, their interplay is an interesting 
problem. See Fig. 6(c) for the entire shape change of the 
particle density profile as a function of U/t. It is found 
that the spatial profile of the particle density abruptly 
changes from the dome like shape to the Mott core one 
with increasing U/t. 

In this paper, we show a possibility of fermion super-
fluidity associated with the opposite effects of the U/t and 
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Fig. 6 Particle density profile (a) U/t = 12, (b) U/t = 4, and (c) 0 ≤ U/t ≤ 15 for 12 fermions(6↑, 6↓) 
systems in 24-site Hubbard model with the trapped potential (V/t = 29.7). 
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V/t. We expect that a superfluid phase emerges when the 
Mott core is formed as seen in Fig. 6(b). In the same situ-
ation, the compressibility in the atom density is almost 
zero in the center of trap [9], whereas it shows a finite 
value around the edges of the core [9]. This makes it pos-
sible to fluctuate the atom number only around the Mott 
core edges and leads to a singlet Cooper pairing via the 
Mott core [6] at the core edges. 

In order to confirm the above scenario about the super-
fluidity, we perform the exact diagonalization on the 
repulsive Hubbard model with the trapping potential. 
First, we fix the trapping strength, i.e., V/t = 29.7, which 
corresponds to the trap potential magnitude at the lattice 
edge, and examine how the binding energy of two 
Fermions Eb [10] changes with varying U/t. The binding 
energy of two Fermi atoms is given by 

Eb ≡ Eg (n + 1↑, n + 1↓) + Eg (n↑, n↓) – 2Eg (n↑, n + 1↓). 
(5) 

Here, Eg(n↑, n↓) is the ground state energy in the case 
of NF (= n↑ +n↓) fermions, which is evaluated by the 
exact diagonalization scheme using both the conventional 
Lanczos method [10] or the new algorithm (the PCG 
method). We mainly use the PCG method for systematic 
calculations because of its fast turn-round. If Eb is nega-
tive, it then means that an attractive interaction works 
between two atoms. Furthermore, it is expected for the 
negative Eb that the Cooper pair function develops. 

In the numerical experiments, the number of site N is 
taken 24, the range of i is from 1 to 24, and the number of 
fermions NF varies from 4(2↑, 2↓) to 14(7↑, 7↓). In the 
case of NF = 14, we use the Lanczos method since the 
case is executable only by using the Lanczos method with 
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Fig. 7 U/t dependences of the binding energy Eb of two fermi-
ons for 4 fermions (2 ↑, 2 ↓), 6 fermions (3 ↑, 3 ↓), 8 
fermions(4↑, 4↓), 10 fermions(5↑, 5↓), and 12 fermi-
ons(6↑, 6↓) in 24-site Hubbard model with the trapped 
potential (V/t = 29.7). 

the technique for the memory save described in Section 
3.4. Fig. 7 shows U/t dependences of Eb from NF = 4 to 
12. Here, we note that Eb in NF = 12 requires Eg in NF = 
14 as expressed in (5). It is found that Eb goes to negative 
in a large U/t region and the amplitude of the negative Eb 

slightly increases with increasing NF up to NF = 10. Here, 
we note that the negative Eb emerges above a certain V. If 
V is very small, then the system just behaves as the bulk 
one-dimensional system which shows not superfluidity 
but anomalous metallic features [9]. Thus, it is found that 
both the trapping potential and the repulsive force con-
tribute to the negative Eb. 

The next issue is whether the Cooper pair function 
develops or not. If it grows, then the interest is how the 
function develops. As shown in Fig. 8, the Cooper pair 
function grows between both edges of the Mott core 
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Fig. 8 U/t dependence of the site-site function for the singlet Cooper pair. When the Mott core 
appears, the function grows as schematically shown in the right hand panel. 
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when the Eb becomes negative with increasing U/t. It is 
found that the development of the Cooper pair function is 
strongly correlated to the appearance of the Mott core and 
the negative Eb. This result indicates that a higher dimen-
sional system, e.g., the one as schematically shown in 
Fig. 9, may show superfluidity at the edges around the 
Mott core. We note that although the growth of the 
Cooper pair function and the negative binding energy Eb 

is not a direct evidence of the superfluidity, the superfluid 
instability occurs at least. 

Now, let us study why the binding energy Eb becomes 
negative, i.e., why the attractive interaction works when 
the Mott core emerges. Fig. 10 shows the nearest neigh-
bor correlation of the spin density given by 

< si • si +1 >, (6) 

† †where si = a i,↑ai,↑ – a i,↓ai,↓ [26]. We find as shown in 
Fig. 10 that the neighboring spin correlation shows a 
zigzag structure [26] when the Mott core develops. By 
noticing that Eq. (6) gives –3/4 for the spin singlet, it is 
found that the spin singlet are partially formed as the 
schematic figure. Next, let us compare the spin structure 
between N(n, n) and N + 2(n + 1, n + 1). From the 
schematic figures for N and N +2, it is found that the ref-
ormation of spin singlet pairs occurs by adding two 
fermions [26]. Through the reformation, the system 

Spin-singlet Reformation 

pairing 

half-filling 

Fig. 9 A Schematic sketch for the pairing expected in higher 
(2D) dimensional lattice system. 

obtains an energy gain because the formation of the spin 
singlet decreases the energy of the system [26]. Thus, the 
negative binding energy, i.e., the attractive interaction 
working between two fermions is found to be mainly 
originated from the reformation. 

Finally, let us discuss a significance of the numerical 
results. The amplitude value of negative Eb depends on 
the trapping potential. The maximum amplitude is found 
to be |Eb| = ~ 0.05t at U/t ~ 8 as seen in Fig. 7. Depending 
on the trapping potential, this value may exceed the bind-
ing energy scale in High-Tc cuprate superconductors, i.e., 

Origin of Attractive Force 

Fig. 10 The site profile of the nearest-neighbor spin correlation. (a) N = 14, (5↑, 5↓), 
U/t = 8.0 (Eb < 0) (b) N = 14, (6↑, 6↓) and the two cases for (Eb > 0) and (Eb < 
0) are shown. The right hand side panel indicates how the dimerized spin struc-
tures are reformed when two particles are added. 
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the superconductivity with Tc ~ 150K. This result clearly 
indicates that it is possible to lift up or down the superflu-
id transition temperature by controlling the confinement 
effect. These surprising results can be easily confirmed 
by loading the atomic Fermi gas on the optical lattice. 

6. Conclusions 
We have investigated a pairing mechanism in the 

repulsive Hubbard model with confinement potential, 
which is a model for strongly correlated electron systems 
confined inside a nano-scale domain and atomic Fermi 
gases loaded on an optical lattice, by using exact diago-
nalization method. We have examined the preconditioned 
conjugate gradient method as an alternative scheme for 
the conventional Lanczos one and found that the total 
CPU time can be dramatically reduced compared to the 
Lanczos by choosing a suitable preconditioner. 
Furthermore, we have found the technique combining 
inter- and intra-node parallelisms to expand the maximum 
limit of solvable matrices. By developing these high-per-
formance computing techniques, we have obtained the 
excellent performance in the new algorithm (beyond 16 
TFlops) and the world record of the large matrix opera-
tion (beyond 1000 billion-dimensional). The calculation 
results have revealed that when the Coulomb repulsion 
exceeds a critical value and the confined potential is 
strong enough to make a Mott insulator region around the 
potential center, a Cooper pairing function develops 
between the both sides of the Mott region. This pairing is 
found to be strongly correlated to the spin structure inside 
the Mott region, which shows a dimerized character of 
spin-singlet. We believe that the result is a new and 
attractive insight in the condensed matter physics. 
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Appendix A: How to Make a Matrix 
Let us briefly show how to make a matrix in the exact 

diagonalization method. The state depicted in Fig. 1 is 
described as A ≡ |001011 >↑ |111000 >↓. All possible 
configurations are taken into consideration, and the 
matrix elements are created as the expectation values of 
the Hamiltonian, e.g., < A|H|A > is a diagonal component, 
and < A|H|B >, where |B > is a different state, is a non-
diagonal one. Here, we note that since the Hamiltonian 
(1) breaks translational symmetry due to the presence of 
the trap potential, we can not do any matrix size reduc-
tions using the symmetry. In terms of the fermion config-

uration, there are following rules. The numbers of fermi-
ons and sites are fixed. Two fermions with the same pseu-
do-spin can not occupy a site. This means that the occu-
pation by fermions with different pseudo-spins on a site 
becomes the maximum occupation per site. The Pauli 
principle gives these rules. 

Appendix B: Choice of Preconditioner 
It is well-known that the preconditioning improves 

convergence of the CG method. However, it is generally 
hard to predict an effective preconditioning before actual 
test calculation. In this section, we focus on the following 
five preconditioners: 

1. Point Jacobi, 
2. Zero-shift point Jacobi, 
3. Block Jacobi, 
4. Neumann-polynomial expansion, 
5. SSOR-type iteration. 

Here, 1, 3, 4, and 5 are very popular preconditioners 
for the CG method and 2 (zero-shift point Jacobi) is a 
modified version of 1 (point Jacobi). The zero-shift point 
Jacobi is a diagonal scaling preconditioner shifted by 
’–µk’ to amplify the ground-state eigenvector, i.e., the 
preconditioning matrix is given by T = (D–µkI)–1, where 
D, I, and µk are the diagonal part of the matrix H, the 
identity matrix, and an approximate of the smallest eigen-
value which appears in the PCG iteration, respectively. In 
order to solve a huge matrix and achieve higher perform-
ance, we select 1 and 2, since they do not require any data 
communication and any extra storage. 

Now, let us show a result of the preconditioner test, in 
which we solve the same eigenvalue problem as Section 
2.3 to compare 1 and 2. Table 5 summarizes a perform-
ance test of three cases, without preconditioner (NP), 
point Jacobi (PJ), and zero-shift point Jacobi (ZS-PJ) on 
the Earth Simulator, and Fig. 11 illustrates these conver-
gence properties. These results clearly reveal that the 
zero-shift point Jacobi is the best preconditioner. 

Appendix C: Overlap between Blocking 
Communication and Calculation 

In order to examine the possibility of overlap between 
blocking communication and calculation when utilizing 
TA method, we perform the multiplication Hυ on 10 
nodes (80 PE’s) of the Earth Simulator. A test matrix H is 
a 1.5-billion-dimensional matrix derived from the one-
dimensional 20-site Hubbard model with 12 fermions (6 
↑, 6 ↓). We measure the elapsed time of the four calcula-
tion steps CAL1-4 and the two communications COM1-
2 shown in Section 3.2. We show the timecharts of TA 
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and non-assignment (NA) methods using the blocking ly in NA method, while the calculation and the communi-
communication in Fig. 12. As shown in the figure, the cation in TA method are executed simultaneously. 
calculations and the communications are executed serial-

Table 5 Comparison among three preconditioners. 

NP PJ ZS-PJ 
# Iteration 268 133 91 

Residual Error 1.445E-09 1.404E-09 1.255E-09 
Elapsed Time (sec) 78.904 40.785 28.205 

FLOPS 382.55G 383.96G 391.37G 

The test eigenvalue problem is the same as the one in Section 2.3. 
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Fig. 11 Convergence properties of three preconditioners. 

Fig. 12 A comparison of the process timechart on node No.0 
for the multiplication Hυ between the blocking commu-
nication with the TA method and non-assignment 
method (NA). 
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